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All systems go
Three authors present very different views of the developing field of systems biology.

Life: An Introduction to Complex 
Systems Biology 
by Kunihiko Kaneko
Springer: 2006. 383 pp. £61.50, $99
An Introduction to Systems Biology: 
Design Principles of Biological Circuits
by Uri Alon
Chapman & Hall: 2006. 320 pp. £28.99
Systems Biology: Properties of 
Reconstructed Networks 
by Bernhard Palsson
Cambridge University Press: 2006. 
334 pp. £35, $75

Eric Werner
The authors of three books profess to give an 
introduction to systems biology, but each takes 
a very different approach. Such divergence 
might be expected from a field that is still 
emerging and broad in scope. Yet systems biol-
ogy is not as new as many of its practitioners 
like to claim. It is a mutated soup of artificial 
life, computational biology and computational 
chemistry, with a bit of mathematics, physics 
and computer science thrown in. Because it is 
so broad and has few recognized boundaries 
and plenty of funding, it is attractive to anyone 
who has ever thought about life and has some 
relevant technical expertise.

The discovery that dynamic systems can 
exhibit complex, chaotic and self-organizing 
behaviour made many scientists see analogies 
with living systems. In Life, Kunihiko Kaneko 
attempts to describe living organisms as com-
plex systems akin to those seen in chemistry 
and physics. The problem is that the theory 
of dynamic complex systems used in physics 
and chemistry may have little to do with bio-
logical organisms and the way they grow and 
function.

For instance, Kaneko views differentiation 
from a group of uniform cells as resulting from 
slight stochastic perturbations that are gradu-
ally amplified by intracellular and intercellular 
interactions. After a while, these become fixed, 
resulting in a pattern of different cell types. 
One problem with this theory is that it gives no 
account of how differentiation repeats itself so 
consistently in the development of organisms. 
It fails to explain why identical twins remain 
identical, and why horse embryos develop into 
horses, not chimpanzees. 

Kaneko also claims that stem cells are funda-
mentally unstable and that this leads to differ-
ent cell types. But stem cells are not unstable. 

Rather, when stimulated by signals or by their 
own genetic clock, they start a very precise 
process of differentiation that is dependent on 
internal and external control signals. 

There is one big player missing from the 
dynamic-systems account: the genome. For 
this reason, it seems to me that dynamic-
systems theory fails to give sufficient insight 
into biological processes. Cells are highly 
complex agents containing a vast amount of 
control information that cannot be reduced 
to a few simple rules (or even sophisticated 
mathematical functions) that attempt to 
describe cell dynamics and cell interactions 
externally without recourse to the information 
contained in the genome. A similar problem 
lies at the heart of the failure of Turing-like 
models to describe embryonic development. 
Kaneko provides a good summary of the stand-
ard weaknesses of Turing’s theory of develop-
ment, but fails to see that some of the same 

weaknesses apply to his own ideas as well. 
Kaneko assumes that because complex 

patterns can form from simple interacting 
physical elements, such interactions can also 
generate arbitrary complexity. Even a simple 
counting algorithm that sequentially generates 
every integer will generate every complex state 
(binary sequences), but no algorithm can gen-
erate any particular number or state and stop 
without having the information contained in 
that number or state. Moreover, any process 
that generates a complex structure and stops 
must contain the information required to gen-
erate that structure. This is why cells need the 
vast amount of information encoded in their 
genome. Kaneko and many others who have 
fallen for the myth of interactionism, complex-
systems theory or Turing-like models are in 
fundamental conflict with the complexity 
conservation principle, which states that a 
space-time event generated by a set of agents 

The activity of cells is determined by complex interactions governed by a range of control signals.
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System Biology

• A cell can be considered a 
complex system with a huge 
number of interconnected 
components


• It is necessary a systemic 
approach to understand how 
the cell is organized and how 
genes and proteins interact

(Ludwig von Bertalanffy, 1934)
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How to understand a complex system?

• Forward Engineering 
 
“What I cannot create/simulate, I do not understand”
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How to understand a complex system?

• Reverse Engineering  
 
“What I cannot break, I do not understand”
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The Antikythera mechanism (National Museum Athen, probably 65 a.C.)





Reverse engineering

• The Reverse Engineering of a biological system consists of building a 
mathematical model that is able to describe/simulate (part of) its 
behavior

Model
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fits on 4 
floppy disk

fits on 1 
cd rom





If you torture the data long enough, it will confess 
anything



A cell has different control layers

• Key actors 
 
Transcription Factors 
ncRNAs 
Kinases 
Enzymes 
Metabolites



Gene Space Layer 
gene interactions

TF

TF

protein

gene A gene B

Gene BGene A dna

model

Signal



Gene regulatory network







Reverse engineering of gene regulatory networks



What can we measure?



Measure of gene activity 
e.g. microarray experiments, RNA-seq

T1 T2 T3 T4 T5 T6

gene1 20 25 30 32 23 22

gene2 20 23 21 20 22 21

gene3 1 1 2 10 15 13

gene4 0 30 34 37 40 45



The aim: infer the regulatory relationships

T1 T2 T3 T4 T5 T6

gene1 20 25 30 32 23 22

gene2 20 23 21 20 22 21

gene3 1 1 2 10 15 13

gene4 0 30 34 37 40 45



Gene Regulatory Network (GRN)

• A gene regulatory network can be  
represented as a graph G = (Vertices, Edges)


• Vertices = Genes


• G1, G2, G3, ...


• Edges = Interactions


• Activation


• Inhibition

G1

G2

G3

G4



Dynamic System

• A systemic approach is to view the problem as a dynamic 
system described by a linear system of equations 

• Suppose we have a set of genes  
and their expression levels at different time steps 

• The expression level of      at time     is denoted by

{G1, G2, . . . , Gm}

{t1, t2, . . . , tn}

ej(ti)Gj ti



Linear dependence hypothesis

• We suppose that the expression level of a gene at time t 
depends on a linear combination of expression levels of 
other genes at the previous time  
(first order Markov Chain)

ek(tq) =
mX

j=1

wk,jej(tq�1) + �k



Example

G1

G2

G3

G4G5

w3,2

w3,4

w3,1 = 0

w3,5 = 0

e3(tq) = w3,2e2(tq�1) + w3,4e4(tq�1) + �3



System of linear equations

• For each time step t [2, 3, 4, …, n] it is possible to define m linear equations 
with mxm unknown variables

m genes 
n time steps



System of linear equations

e1(t2) = w1,1e1(t1) + w1,2e2(t1) + · · ·+ w1,mem(t1) + �1

em(t2) = wm,1e1(t1) + wm,2e2(t1) + · · ·+ wm,mem(t1) + �m

e2(t2) = w2,1e1(t1) + w2,2e2(t1) + · · ·+ w2,mem(t1) + �2

m equations at  
time t2

• For each time step t [2, 3, 4, …, n] it is possible to define m linear equations 
with mxm unknown variables

m genes 
n time steps



System of linear equations

e1(t2) = w1,1e1(t1) + w1,2e2(t1) + · · ·+ w1,mem(t1) + �1

em(t2) = wm,1e1(t1) + wm,2e2(t1) + · · ·+ wm,mem(t1) + �m
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m equations at  
time t2

e2(t3) = w2,1e1(t2) + w2,2e2(t2) + · · ·+ w2,mem(t2) + �2

e1(t3) = w1,1e1(t2) + w1,2e2(t2) + · · ·+ w1,mem(t2) + �1

em(t3) = wm,1e1(t2) + wm,2e2(t2) + · · ·+ wm,mem(t2) + �m

m equations  
at time t3

• For each time step t [2, 3, 4, …, n] it is possible to define m linear equations 
with mxm unknown variables

m genes 
n time steps



System of linear equations
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System of linear equations

e1(t2) = w1,1e1(t1) + w1,2e2(t1) + · · ·+ w1,mem(t1) + �1
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time t2
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em(t3) = wm,1e1(t2) + wm,2e2(t2) + · · ·+ wm,mem(t2) + �m

m equations  
at time t3

m equations  
at time tn

In summary we have mxm unknown vars and mx(n-1) independent linear equations

• For each time step t [2, 3, 4, …, n] it is possible to define m linear equations 
with mxm unknown variables

m genes 
n time steps

em(tn) = wm,1e1(tn�1) + wm,2e2(tn�1) + · · ·+ wm,mem(tn�1) + �m

e1(tn) = w1,1e1(tn�1) + w1,2e2(tn�1) + · · ·+ w1,mem(tn�1) + �1

e2(tn) = w2,1e1(tn�1) + w2,2e2(tn�1) + · · ·+ w2,mem(tn�1) + �2



Solution of the system

• Form linear algebra to resolve a system of mxm unknown 
variables we need at least mxm = m(n-1) independent 
linear equations 
• m = (n-1) unique solution or no solution 
• m > (n-1) undetermined system (infinite solutions) 
• m < (n-1) overdetermined system (it could not have solutions or 

they could be estimated with linear regression models).

m genes 
n time steps



Solution of the system

• Form linear algebra to resolve a system of mxm unknown 
variables we need at least mxm = m(n-1) independent 
linear equations 
• m = (n-1) unique solution or no solution 
• m > (n-1) undetermined system (infinite solutions) 
• m < (n-1) overdetermined system (it could not have solutions or 

they could be estimated with linear regression models).

In biological contexts m >> (n-1) 
number of genes m ~ 20000 
number of samples n ~ 100

m genes 
n time steps



The Big issue

• From a computational point of view the reconstruction of gene 
regulatory networks is an undetermined problem as the large number 
of possible solutions is typically high in contrast to the number of 
available independent data points! 
 
Many approaches based on Heuristics

• Clustering

• Correlation methods (Pearson, Mutual Information,...)

• Boolean Networks

• Bayesian Networks

• ...



A very simple example

• A researcher would like to study the interaction between two genes A e 
B in mouse in the first embryonic developmental stages


• Measures the expression level of such genes from the first to the 
seventh hour



Statistical Correlation 
(e.g. Pearson)

• It is the most widely used 
mathematical tool by 
biologists


• It assumes a linear 
relationship


• The number of points should 
be at least 3



Correlation does not imply cause-effect 
relationships



Three possible cases

A regulates B or vice 
versa. Such a relationship 
could be direct or indirect 
(i.e. mediated by other 
genes not measured)

A and B are co-
regulated by 
another gene X

A and B do not interact 
and do non share any 
regulation mechanism



Pearson correlation could fail with non-linear 
relationships



Clustering



• Un-supervised


• Supervised

Reverse Engineering of Gene Regulatory Networks 
Approaches
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• Un-supervised


• Supervised

Reverse Engineering of Gene Regulatory Networks 
Approaches

ARACNE 
CLR 
GENIE3 
TD-Aracne 
FormalM 
TNI 
BANJO 
...

SIRENE 
POS-ONLY 
...



ARACNE



Novel Myc targets validated with ChIP-chip 
(accuracy >90%) Novel MYC targets by ChIP-chip

• 12 first neighbors out of 
100 top ranked MYC targets. 
• Associated with functions 
affected by MYC.

•Accuracy>90%



blah, blah, blah, blah, blah, blah, blah, 
blah, blah, blah, blah, blah, blah, blah, 
blah, …

Information Entropy H

Mary

H[Mary]

Uncertainty

Certainty

>0 bits

0



Information Entropy
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3.4 THE BASIC DECISION TREE LEARNING ALGORITHM 
Most algorithms that have been developed for learning decision trees are vari- 
ations on a core algorithm that employs a top-down, greedy search through the 
space of possible decision trees. This approach is exemplified by the ID3 algorithm 
(Quinlan 1986) and its successor C4.5 (Quinlan 1993), which form the primary 
focus of our discussion here. In this section we present the basic algorithm for 
decision tree learning, corresponding approximately to the ID3 algorithm. In Sec- 
tion 3.7 we consider a number of extensions to this basic algorithm, including 
extensions incorporated into C4.5 and other more recent algorithms for decision 
tree learning. 

Our basic algorithm, ID3, learns decision trees by constructing them top- 
down, beginning with the question "which attribute should be tested at the root 
of the tree?'To answer this question, each instance attribute is evaluated using 
a statistical test to determine how well it alone classifies the training examples. 
The best attribute is selected and used as the test at the root node of the tree. 
A descendant of the root node is then created for each possible value of this 
attribute, and the training examples are sorted to the appropriate descendant node 
(i.e., down the branch corresponding to the example's value for this attribute). 
The entire process is then repeated using the training examples associated with 
each descendant node to select the best attribute to test at that point in the tree. 
This forms a greedy search for an acceptable decision tree, in which the algorithm 
never backtracks to reconsider earlier choices. A simplified version of the algo- 
rithm, specialized to learning boolean-valued functions (i.e., concept learning), is 
described in Table 3.1. 

3.4.1 Which Attribute Is the Best Classifier? 
The central choice in the ID3 algorithm is selecting which attribute to test at 
each node in the tree. We would like to select the attribute that is most useful 
for classifying examples. What is a good quantitative measure of the worth of 
an attribute? We will define a statistical property, called informution gain, that 
measures how well a given attribute separates the training examples according to 
their target classification. ID3 uses this information gain measure to select among 
the candidate attributes at each step while growing the tree. 

3.4.1.1 ENTROPY MEASURES HOMOGENEITY OF EXAMPLES 

In order to define information gain precisely, we begin by defining a measure com- 
monly used in information theory, called entropy, that characterizes the (im)purity 
of an arbitrary collection of examples. Given a collection S, containing positive 
and negative examples of some target concept, the entropy of S relative to this 
boolean classification is 

p(+), probability of emitting + 
p(-), probability of emitting -
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FIGURE 3.2 
The entropy function relative to a boolean classification, 

0.0 0.5 LO as the proportion, pe, of positive examples varies 
pe between 0 and 1. 

entropy is between 0 and 1. Figure 3.2 shows the form of the entropy function 
relative to a boolean classification, as p, varies between 0 and 1. 

One interpretation of entropy from information theory is that it specifies the 
minimum number of bits of information needed to encode the classification of 
an arbitrary member of S (i.e., a member of S drawn at random with uniform 
probability). For example, if p,  is 1, the receiver knows the drawn example will 
be positive, so no message need be sent, and the entropy is zero. On the other hand, 
if pe is 0.5, one bit is required to indicate whether the drawn example is positive 
or negative. If pe is 0.8, then a collection of messages can be encoded using on 
average less than 1 bit per message by assigning shorter codes to collections of 
positive examples and longer codes to less likely negative examples. 

Thus far we have discussed entropy in the special case where the target 
classification is boolean. More generally, if the target attribute can take on c 
different values, then the entropy of S relative to this c-wise classification is 
defined as 

C 

Entropy(S) - -pi  log, pi 
i=l  

where pi is the proportion of S belonging to class i .  Note the logarithm is still 
base 2 because entropy is a measure of the expected encoding length measured 
in bits. Note also that if the target attribute can take on c possible values, the 
entropy can be as large as log, c.  

3.4.1.2 INFORMATION GAIN MEASURES THE EXPECTED REDUCTION 
IN ENTROPY 

Given entropy as a measure of the impurity in a collection of training examples, 
we can now define a measure of the effectiveness of an attribute in classifying 
the training data. The measure we will use, called information gain, is simply the 
expected reduction in entropy caused by partitioning the examples according to 
this attribute. More precisely, the information gain, Gain(S, A) of an attribute A, 

Information Entropy

Mary

+ + - - - + - + - - +
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• Measure (in bits) of the uncertainty associated with a random variable.


• How much information we learn on average from one instance of the random 
symbol i
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Mutual Information

Mary

H[Mary]

Joe
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I[Joe;Mary] = H[Joe]�H[Joe|Mary]
= H[Mary]�H[Mary|Joe]

= I[Mary;Joe]

blah, blah, blah, ...

blah, blah, blah, ...



Mutual Information

• Measures the information that X and Y share. 


• I(X;Y) = H(X) + H(Y) - H(X,Y)


• I(X;Y) = 0 if X and Y are independent
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H(X,Y)

• I(X;Y) = 0 if X and Y are 
independent.

• I(X,Y) = I(Y,X)



ARACNE approach

• A gene X is modeled as a 
continuous random variable with a 
p.d.f  f(x)


• The mutual information between 
two continuous random variable X 
and Y with a join p.d.f f(x,y) is given 
by:


• We need a way to estimate the 
p.d.f from sample data.

McGill University
Electrical and Computer Engineering

ECSE 612 – Multiuser Communications
Prof. Mai Vu

We can also define the analogous quantity for continuous variables.

Definition The mutual information between two continuous random variables X,Y with joint p.d.f
f(x, y) is given by

I(X; Y ) =

∫ ∫

f(x, y) log
f(x, y)

f(x)f(y)
dxdy. (26)

For two variables it is possible to represent the different entropic quantities with an analogy
to set theory. In Figure 4 we see the different quantities, and how the mutual information is the
uncertainty that is common to both X and Y .

H(X)

I(X : Y )H(X|Y ) H(Y |X)

H(Y )

Figure 1: Graphical representation of the conditional entropy and the mutual information.

4.1 Non-negativity of mutual information

In this section we will show that
I(X; Y ) ≥ 0, (27)

and this is true both for the discrete and continuous case.

Before we get to the proof, we have to introduce some preliminary concepts like Jensen’s in-
equality and the relative entropy.

Jensen’s inequality tells us something about the expected value of a random variable after
applying a convex function to it.

We say function is convex on the interval [a, b] if, ∀x1, x2 ∈ [a, b] we have:

f(θx1 + (1 − θ)x2) ≤ θf(x1) + (1 − θ)f(x2). (28)

Another way stating the above is to say that the function always lies below the imaginary line
joining the points (x1, f(x1)) and (x2, f(x2)). For a twice-differentiable function f(x), convexity is
equivalent to the condition f ′′(x) ≥ 0, ∀x ∈ [a, b].

5



p.d.f estimators

• k-Nearest Neighbor Estimator;


• Kernel Density Estimator.


• Maximum Likelihood Estimator;


• Miller-Madow Corrected Estimator;


• Bayesian estimators:


• Krichevsky and Tromov Estimator;


• Holste Estimator;


• Schürmann and Grassberger Estimator;


• Minimax Estimator;
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ARACNE DPI approach



TD-ARACNE
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tionships between nodes of the molecular network. One of
the first model-free approaches is reported in [21], where a
set classification trees is used in order to learn mutual pre-
dictions between time-shifted discrete gene expressions. In
particular if a tree is able to predict, at a given accuracy, the
activity state of a target gene starting from the activation of
another genes, then that tree is considered a regulatory rela-
tion. Our work is related to the work of [21] in the sense
that it is basically model-free, but it simplifies the method,
in the sense that it does not use any prediction model, but
evaluates the degree of independence between activations
by an information theoretic approach. In addition, several
current approaches try to catch the dynamical nature of the
network by unrolling in time the states of the network
nodes, this is the case of Dynamic Bayesian Networks [7]
or Hidden Markov Models [16]. One of the major differ-
ences between the approach proposed here and these
approaches, is that the dynamical nature of the behavior of
the nodes in the networks, in terms of time dependence
between reciprocal regulation between them, can be mod-
eled in the connections rather that in the time-unwrapping
of the nodes. As reported in Figure 1, we assume that the
the activation of a gene A can influence the activation of a
gene B in successive time instants, and that this information
is carried out in the connection between gene A and gene B.
Indeed, this idea is also at the basis of the time delay neural
network model efficiently used in sequence analysis and
speech recognition [23]. Another interesting feature of the
reported method, with respect to the ARACNE algorithm,
is the fact that the time-delayed dependencies can eventu-
ally be used for derive the direction of the connections
between the nodes of the network, trying to discriminate
between regulator gene and regulated genes. The approach
reported here has also some similarities with the method
proposed in [22], the main differences are in the use of dif-
ferent time delays, the use of the data processing inequality
for pruning the network rather than the minimum descrip-
tion length principle and the discretization of the expression
values.

Summary of the Proposed Algorithm
TimeDelay-ARACNE tries to extend to time-course data
ARACNE (Algorithm for the Reconstruction of Accurate
Cellular Networks) retrieving time statistical dependency
between gene expression profiles. The idea on which Time-
Delay-ARACNE is based comes from the consideration
that the expression of a gene at a certain time could depend
by the expression level of another gene at previous time
point or at very few time points before. TimeDelay-
ARACNE is a three-steps algorithm: first it detects, for all
genes, the time point of the initial changes in the expres-
sion, secondly there is network construction and finally a
network pruning step. Is is worth noticing that, the analyti-
cal tools for time series often require conditions such as sta-
bility and stationarity (see [24]). Although it is not possible
to state that these conditions hold in general for microarray
data, this is due to the limited number of samples and to the
particular experimental setup producing the data, neverthe-
less time series analysis methods have been demonstrated
to be useful tools in many applications of time course gene
expression data analysis, for example Ramoni et al. [25],
used an auto-regressive estimation step as feature extraction
prior to classification, while Holter et al., [26] use the char-
acteristic modes obtained by singular value decomposition
to model a linear framework resulting in a time translational
matrix. In particular TimeDelay-ARACNE, just as many
related works (see for example the paper of [27]) implicitly
assumes stationarity and stability conditions in the kernel
regression estimator used for the computation of the mutual
information, as described in the section Methods. Indeed,
the synthetic data generation model (4) and (5) assumes a
weakly stationary linear autoregressive time series. We do
not attempt removal of the trend because of the short length
of the data and the wide variability of the periodicity of the
cell division cycle.

Results and Discussion
Algorithm Evaluation
TimeDelay-ARACNE was evaluated first alone than
against ARACNE, dynamical Bayesian Networks imple-
mented in the Banjo package [28] (a software application
and framework for structure learning of static and dynamic
Bayesian networks) and ODE implemented in the TSNI
package [29] (Time Series Network Identification) with
both simulated gene expression data and real gene expres-
sion data related to yeast cell cycle [30], SOS signaling
pathway in E. coli [31] and an in vivo synthetic network,
called IRMA [32]. Details on the gene expression data and
the construction of the simulated networks are presented in
Methods section.

Synthetic Data
In order to quantitatively evaluate the performance of the
algorithm reported here over a dataset with a simple and

Figure 1 TimeDelay-ARACNE pairwise time MI idea. The basic idea 
of TimeDelay-ARACNE is to represent the time-shifting in the connec-
tions rather than unrolling the activation of nodes in time.
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• Un-supervised


• Supervised

Reverse Engineering of Gene Regulatory Networks 
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Master Regulators in Cancer biology



Master regulator analysis

• Scale-free networks 
(Hubs and Workers) 
 
Social networks 
Computer Networks 
Flight connections networks 
Financial Networks 
co-authorship networks 
Biological networks



Master regulator analysis





Survival analysis



Search for master regulators in Inflammatory 
Breast Cancer - bioinformatics pipeline

• Discovery dataset ~47000 transcripts

566 transcripts 
Diff Exps 

(cancer signature)

81,606 interactions 
(1,601 TF)



Predicted network with ARACNE

• 81,606 interactions for  
1,601 Transcription factors



Most enriched master regulators

• NFAT5 (Nuclear Factor of Activated T-Cells 5) 
pvalue 10-29


• MGA (MAX Gene Associated) 
pvalue 10-35


• CTNNB1 (Catenin Beta-1) 
pvalue 10-33



NFAT5 is a novel master regulator and biological 
marker of IBC invasiveness
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